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ABSTRACT
As machine learning (ML) is deployed in high-stakes domains, such
as disease diagnosis or prison sentencing, questions of fairness
have become an area of concern in its development. This inter-
est has produced a variety of statistical fairness definitions de-
rived from classical performance metrics which further expand
the decisions that ML practitioners must make in building a sys-
tem. The need to choose between these definitions raises questions
about what conditions influence people to perceive an algorithm as
fair or not. Recent results highlight the heavily contextual nature
of fairness perceptions, and the specific conditions under which
psychological principles such as framing can reliably sway these
perceptions. Additional interdisciplinary insights include lessons
from the replication crisis within psychology, from which we can
glean best-practices for reproducible empirical research. We survey
key research at the intersection of ML and psychology, focusing on
psychological mechanisms underlying fairness preferences. We con-
clude by stating the continued need for interdisciplinary research,
and underscore best-practices that can inform the state-of-the-art
practice. We consider this research to be of a descriptive nature,
enabling a deeper understanding and a substantiated discussion.

CCS CONCEPTS
•Applied computing→ Psychology; •Human-centered com-
puting → HCI theory, concepts and models.
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1 INTRODUCTION
The struggles of Artificial Intelligence (AI) practitioners to adhere
to social values such as fairness are now a matter of public life. To
date, AI has failed at meeting nondiscrimination expectations in
facial recognition [13], healthcare allocation [43], language pro-
cessing [7], and recidivism prediction[2]. Technologists began to
mitigate biases with purely technical approaches: formalizing fair-
ness by writing it as a constraint that can be added to a learning
algorithm [3, 20], but quickly found that many definitions hold
different social values and mathematically, are mutually exclusive
and cannot co-exist [16, 28]. Practitioners and social scientists alike
note that individual learning algorithms are embedded in larger
systems that also require attention [25, 58]. Choosing one, there-
fore has been viewed as beyond the scope of technical skills alone
and more human centered computing approached are entering the
conversation.

Fairness is not simply translated into an equation; it is socially
constructed and generally context-specific, and computing’s aim
to modularize and abstract everything may hurt the overall en-
deavor [58]. Fairness constraints, when used carefully, can produce
a desirable outcome. For example, under the assumptions that the
training labels are incorrect at different rates for different groups,
an equal opportunity constrained classifier can recover the true
labels at a higher rate than an unconstrained classifier [6]. These
definitions may also support computing’s broader roles in social
change, diagnosing both algorithmic and social processes or as a
light on how individuals and groups express their biases[1]. This
understanding can guide policy discussions and public education
to improve technological literacy.

Our main contribution is to demonstrate the relevance of a thor-
oughly considered research design that allows measuring partici-
pants’ true fairness preferences, understanding underlying mech-
anisms, and ensuring generalizable, replicable results. We do not
propose that practitioners treat majority perceptions of ML fairness
as specific advice beyond descriptive. This research should improve
practitioners’ understanding of fairness perceptions – enabling sub-
sequent discussions on implementing fairness criteria in practice
with a more substantiated scientific foundation. Finally, we high-
light the important opportunities of an interdisciplinary approach
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by emphasizing the novel dimensions provided by a psychological
lens.

2 PERCEPTIONS OF FAIR MACHINE
LEARNING

Several recent studies have evaluated perceptions of fairness: pref-
erences across fairness definitions, lay person understanding of
fairness definitions, and understanding of the design trade-offs
when considering fairness in an ML system [24, 57, 64, 75]. We be-
gin by summarizing the key questions, design choices, and findings
of these studies, reserving critique or evaluation of the studies for
the subsequent sections.

Harrison et al. [24] aim to directly evaluate perceptions of fair-
ness. Their study includes a sample of 502Mechanical Turk workers,
and their design presents each participant with several scenarios
based on the COMPAS dataset. This study investigated participants’
preference between four competing notions of fairness: equal ac-
curacy, equal false positive rate (FPR), equalized odds, and consid-
eration of race (Black and white people specifically). Participants
indicated their preferences by making a series of choices between
two models for bail eligibility: Model X, which, for instance, held
accuracy constant across racial groups while varying FPR, or com-
peting Model Y, which held FPR constant across racial groups while
varying accuracy. Researchers concluded that, when given a choice
between equalizing accuracy and equalizing FPR (the chance of
being mistakenly denied bail), subjects prefer equalizing FPR.

Saha et al. [57] assessed non-experts’ comprehension of fairness
metrics and factors that influence comprehension. A preliminary
study with 147 participants validated the method and revealed that
context (hiring, giving employees awards, or judging a student art
project) did not influence understanding. In the main study, 349
participants recruited via Cint to roughly match US demographics
saw illustrations of each fairness definition as a rule that a decision
maker must follow in order to be fair to those impacted. Partic-
ipants indicated their agreement with and how much they liked
each rule on Likert scales. Participant demonstrated comprehension
by applying the rule to determine how many offers to send and
evaluating true/false statements about how the rule relates to merit
and other factors. Comprehension scores varied across fairness
definitions: participants scored low for “equal opportunity” and
“false negative rate (FNR),” as compared to other fairness definitions
such as demographic parity. Additionally, FNR had the highest vari-
ability in comprehension scores and comprehension was negatively
correlated with sentiment toward a rule.

Srivastava et al. [64] applied a "descriptive ethics" approach
to identify the mathematical notion of fairness that most closely
matches lay people’s perception of fairness across different contexts.
They hypothesized that context would influence preferences, but
found that demographic parity was preferred in both recidivism risk
assessments and skin cancer risk assessment. In a preliminary study,
20 MTurk volunteers indicated the preferences for a free response
text box was over a structured text box to offer explanations for
fairness preferences. In the main studies, 100 paid MTurk workers
judged the fairness of algorithms in each of two contexts (recidi-
vism risk and skin cancer risk) through an adaptive experimental
design. In each test set, participants were shown predictions under

two hypothetical algorithms and true outcomes disaggregated by
race and gender for the same set of 10 impacted individuals (3 white
men, 2 white women, 2 Black men, 3 Black women) and asked to
choose which algorithm was more discriminatory. An adaptive al-
gorithm administered each pairwise test, varying the parameters of
the participant’s choice set (i.e., degree of discrimination, definition
of fairness). A simulation was then used to demonstrate 9262 pos-
sible tests, wherein random presentation order would require 600
tests to have a high confidence prediction of the participants pref-
erence – but only 20 were required for the adaptive presentation
procedure. The testing stopped when the algorithm determined a
participant’s preferences along each dimension of fairness. Finally,
participants selected one of three algorithms: high accuracy, large
gender disparity; moderate accuracy and gender disparity; or low
accuracy, no disparity.

Yu et al. [75] propose a tool to help algorithm designers un-
derstand design trade-offs, which they validated with 301 MTurk
workers. They reexamined the classical trade-offs between types of
errors and accuracy and fairness. To illustrate the trade-offs, they
produced a set of Pareto optimal predictors on racial and gender bal-
anced subsets of the nonviolent offenders from the COMPAS dataset
[2]. Participants were assigned to one of three conditions: an inter-
active visual (a confusion matrix view), an interactive text-based
tutorial (text view), or a baseline (in which participants received no
experience with an instructional tool). Participants then completed
a multiple choice test to evaluate comprehension, self-assessed their
understanding on a Likert scale, rated their trust on a Likert scale,
and indicate their preferred model. Participants in both interactive
view conditions demonstrated statistically significant increases in
comprehension and half changed their level of trust in the algo-
rithm’s predictions after experience with an interactive tool, but
were approximately as likely to increase their trust (22.3%) as reduce
their trust (25.1%). Yu et al. [75] propose that these results suggest
improving participants’ comprehension of these inherent trade-offs
when evaluating an algorithm’s fairness to avoid biasing partic-
ipants’ decisions by influencing their understanding with a two
step process: an interactive demo followed by formally illustrated
tradeoffs.

3 MEASUREMENT
Human attitudes can rarely be measured directly; instead they must
be captured indirectly using a measuring instrument. An often
under-considered assumption in measuring attitudes is that the
quality of interest is the sole cause of an individual’s responses [27].
However, there is often a part of the variance in the measurement
of attitude attributable to the measuring instrument or research
methodology [50]. This highlights that researchers should consider
the signal-to-noise ratio known as method variance. Decisions
about which measuring instruments are chosen, which manifest
variables are selected to describe the latent constructs, and which
potential mechanisms are assessed, are crucial to whether the study
results are sufficient signal to noise ratio to provide meaningful
insights. Generalizabilitywith respect to experimental setting is also
a concern so that results can be applied to the real-world efficiently,
as guidance for practitioners. In these sections, we will indicate
where studies on ML fairness conducted so far could benefit from
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the extensive expertise psychology has developed in measuring
human attitudes.

3.1 Reliability
To assess comprehension of fairness definitions, [57] uses a ques-
tionnaire and reports Chronbach’s Alpha reliability coefficients
between .38 and .64, all below the recommended .70 threshold for
reliable measurement [29]. This is further complicated by the fact
that, in several analyses, items were deleted to increase the reported
alpha. Deleting scale items to help increase reliability is risky be-
cause it is unlikely that this change in reliability locally generalizes
from the sample to the population. This results in artificially inflated
reliability of the measure, therefore deflating the interpretability of
the results [54]. Tinkering with scale measurements during analy-
ses is an inherently exploratory method that needs to be reproduced
in subsequent samples or in subsets of the same sample to increase
interpretability[12]. Analyzing the covariance of remaining items
with a latent variable model is the recommended practice [12, 54].

3.2 Framing Effects
While answering a survey, participants must continuously make de-
cisions between different options such as choosing between Models
X and Y, each representing satisfying a different fairness criterion.
The representation of the various options strongly influences the
decision-making process. Participants’ perception of the choices is
referred to as the "decision frame" [68]. The framing of a choice is
determined by internal and external factors, such as individual char-
acteristics of the decision-maker, and the presentation of a particular
choice [68]. Since different options can be presented in multiple
ways, the researchers’ choice of the decision frame is crucial, as it
most likely will influence the participants’ responses. Psychological
research has addressed this challenge for several decades, from clas-
sical studies about framing effects in risk communication to recent
efforts of finding an integrated explanation for different underly-
ing mechanisms of framing effects [15, 37, 46, 63, 68]. Considering
framing effects provides a valuable perspective for the discussion
of research on people’s understanding of ML. The following cri-
tiques rely on primarily classical literature, because more recent
studies investigate finer nuances of these effects, such as individual
differences and context-dependency[8, 44].

3.2.1 Loss Aversion. Participants in Harrison et al. [24] chose be-
tween "Accuracy" and "Mistakenly Denied Bail" based on the well-
established effect that losses and disadvantages are more influen-
tial in decision making for individuals than gains and advantages
[40, 70]. We argue that this decision frame weights the criteria
asymmetrically and biases participants to choose "Mistakenly de-
nied bail". Individuals’ tendency to weigh losses more strongly
than equally-sized gains is called loss aversion[69]. McNeil et al.
demonstrated how framing an outcome as a loss can substantially
change participants’ responses. Subjects were presented with two
alternative therapies for lung cancer, surgery and radiation therapy,
and were asked to indicate their preference. However, one group
of participants was given the mortality rate of the surgery (e.g. 10
percent), while the other group was shown the survival rate (e.g.
90 percent). The fundamental information is identical, but the treat-
ment option is presented differently – in one case, in terms of gains

(survival), and in the second case, in terms of losses (mortality).
Compared to radiation therapy, surgery was chosen significantly
more often in the experimental condition when the survival rate of
surgery was reported (e.g. 90 percent), instead of the mortality rate.
This finding replicates across contexts, for example, motivation to
perform a breast self-examination depends on the framing of cancer
outcomes[38]. Emphasizing the negative consequences of omitting
the examination was more effective in motivating people. The de-
scribed studies demonstrate the extent to which differently framed
messages (loss vs. gain frame) may result in deviating attitudes,
even if content wise the same information is presented.

These framing principles (gains versus losses) come into effect
in [24] when assessing participants’ preferences for certain fair-
ness criteria over others. In particular, the labeling of the graphs
shown to participants framed certain fairness criteria (for example,
"Accuracy") in a positive / gain frame, and other fairness criteria
(such as "Mistakenly Denied Bail") in a negative / loss frame. The
different frames result in a weighted asymmetry between the fair-
ness criteria. We argue that the chosen presentation gives more
weight to "Mistakenly Denied Bail" in the decision about which
model is more fair, thus subjects are more likely to be guided by
this fairness criterion instead of accuracy. This assumption is in line
with the results: participants considered the model more fair, when
FPR, "Mistakenly Denied Bail", was equalized between the groups,
whereas an unequal accuracy rate remained the necessary trade-off
[24]. Unfortunately, the design of the study makes it impossible to
identify whether these results reflect a true preference for equal
FPR over equal accuracy, or whether these results are simply due
to the specific framing choices made by researchers.

3.2.2 Level of Abstraction. Asking participants to compare "Mistak-
enly Denied Bail" to "Accuracy" in Harrison et al. [24] also makes a
comparison across levels of abstraction. "Mistakenly Denied Bail" is
a concrete event, while "Accuracy" is an abstract metric. In addition
to the effect of loss aversion, this framing aspect might further
cause participants to overvalue the fairness criteria of equalized
FPR, "Mistakenly Denied Bail". We argue that the participants may
have relied on the availability heuristic, thus overestimating the
probability of the occurrence that a person is mistakenly denied
bail. The availability heuristic is a mental shortcut that people apply
to estimate the probability or frequency of events. In order to do so,
they use their perception of availability, i.e. how easy it is to recall
the relevant information [67]. This relationship between the ease
of retrieval and the estimation of frequency has been demonstrated
in many studies [10, 33, 41, 67]. For example, participants overesti-
mated the frequency of lethal events that were more concrete and
easier to imagine [33]. Tversky and Kahneman [67] asked partic-
ipants to estimate whether words with the letter ’R’ in the first
or third position were more frequent. It is much easier to retrieve
words that have the particular letter in the first position than in the
third so a majority of participants incorrectly expected that more
words had R in the first position. Moreover, Trope and Liberman
[66] proposed that an object can be expressed at different levels of
abstraction, or construal. Take "cellular phone" as an example of a
low level abstraction, since the same object could also be referred to
as a "communication device", a description that represents a higher
level of construal [66].Moreover, it is even sufficient to manipulate
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Table 1: A summary of studies investigating peoples’ perceptions of machine learning fairness. The number beside each at-
tribute indicates a section of this paper that provides more details.

Target
Study
(2)

Recruiting
(2)

Num Par-
ticipants
(2)

Reliability
(3.1)

Framing
(3.2)

Mechanisms
(3.3)

Generalizibility
(3.4)

Power and
Replication
(4)

Harrison et al. [24] Preferred
fairness
stan-
dard

MTurk 502 Sampling
bias

Loss aver-
sion &
level of
abstraction

Sampling
bias (via
mecha-
nisms
like social
identity)

Sampling bias
& uncorrected
significance
levels

Uncorrected
significance
levels, Un-
derpowered
convenience
sample

Yu et al. [75] MTurk 87-100 /
condition

Loss aver-
sion &
level of
abstraction

Sampling
bias (via
mecha-
nisms
like social
identity)

"Demographically
balanced" (un-
representative)
scenarios

Demographically
balanced"
(unrepre-
sentative)
scenarios

Srivastava et al. [64] High
versus
low
stakes

MTurk 100 / con-
dition

Qualitative
methods
can’t show
statistical
cause

Quantitative
follow-ups
(like me-
diation
analysis)
needed to
understand
preference
shifts

Quantitative
follow-ups
(like media-
tion analysis)
needed to
under- stand
preference
shifts

Small number
of multiple
comparisons
maintains
statistical
power

Saha et al. [57] Fairness
tradeoff
compre-
hension

Cint 147 (val-
idation),
349 (main)

Cronbach’s
Alpha of
.38 to .64

Scale items
deleted to in-
flate reliability

Scale items
deleted to
inflate relia-
bility

the mindset regarding the construal level to influence participants’
probability estimates [72]. The level at which an event is described,
whether abstract or concrete, affects decision-making processes [9].
A low level of construal is more likely to lead to the application of
the availability heuristic and overestimation of frequency, which
migh bias participants to prefer one fairness criterion over the other.

3.3 Mechanisms
Experiments can also reveal why people make the choices they
make. Harrison et al. [24] demonstrated that when people are pre-
sented with options of fairness metrics, they make comparative
choices and Srivastava et al. [64] showed that when stakes were
higher participants were less willing to sacrifice accuracy for group-
wise fairness. This highlights that the gravity of the decision and its’
impact on people’s lives has implications for people’s preferences
that should be considered in future studies and algorithmic design.
Additionally, they give us new questions to test. Do people care
most about accuracy in all medical decisions or just life-threatening
ones? At what point on the severity continuum do preferences shift?
If a particular medical condition is known to disproportionately
impact one population does this change people’s preferences?

Because a large number of causal factors, both spurious and of
interest, influence an expressed preference, it can be complicated to
identify mechanisms behind choice. Mediation analysis, the process
of identifying variables that help to explain the influence of inde-
pendent variables on outcomes, aids in this process. For example,
in [64], multiple factors could be at play in driving preference for
equal FNR over equal accuracy. For instance, Srivatsava’s paradigm
allowed 20 participants to generate the closest wording from a trun-
cated set of wording options to explain their fairness preference.
Triangulating causes for why preference choices were made from
qualitative analyses provides clues as to what we may empirically

test in the future, but it does not allow us to infer causal reasoning.
Additionally, people are complicated and may make decisions for
multiple reasons. Structural equation models with simultaneous
equations enable testing multiple causal pathways at once and com-
paring competing causal models[29, 49]. If participants were given
the option to endorse multiple explanations, then we could test
multiple causal pathways in parallel and compare them. Mediation
analysis can also help statistically mitigate framing effects that are
not eliminated through experimental design.

How people arrive at their preferences should also be considered.
Qualitative approaches begin to help us understand the range of
causes that might explain why people prefer fairness metrics within
their specific paradigm, but experiments can go further [24, 64]. In
situations where there may be multiple causes to consider, media-
tion analyses and structural causal models can help us to empirically
test competing models of how the concepts interact [3]. This ap-
proach will facilitate the use of fairness enhancing interventions
and what contextual factors should be considered when designing
and deploying consequential ML models.

Several researchers highlight the potential influence of demo-
graphic context in algorithm application as well as selection of
groups of people chosen to evaluate ML fairness in terms of fair-
ness judgements [11, 42]. Social psychology has shown that per-
ceptions about fairness and inequality in society vary across racial
groups[61]. Many decisions that algorithms are deployed to make
–from bail, to creditworthiness, to health screenings– affect ethnic
and racial minority populations differently than majority popula-
tions [18, 45, 71]. Consistent with the idea that people who identify
with a particular social group want their group to have resource
advantages over others [65], a participant in [24] revealed in an
open ended response that as a white person they wanted to choose
the algorithm that is most fair to white people, but it is possible
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that the methods obscured the possibility to see the effect of this at
scale. Conversely, minority groups’ preferences about algorithmic
fairness and the contexts wherein they may prefer one fairness
metric or another could be different from the majority of white
M-Turk samples used by many of these studies [47]. Mturk work-
ers are particularly unrepresentative of the larger U.S. population,
tending to have lower average incomes, higher education levels,
lower average ages, and smaller percentages of most non-white
groups, particularly Black and African Americans [32, 59]. Addi-
tionally, experimental findings from several disciplines suggest that
people from western, educated, industrialized, rich and democratic
(WEIRD) societies vary considerably in most fundamental cogni-
tive, social, and affective processes. Specifically, “WEIRD” societies
rely more on analytical reasoning strategies than rules to explain
or predict behavior and to make fairness decisions that distrib-
ute resources more equally. Alarmingly, top psychology journals
found that 96% of subjects were from Western industrialized coun-
tries that represent only 12% of the world population. Despite this
fact, findings in these publications are often taken to be broadly
representative. Future studies could consider whether preferences
generalize across many groups, variation in group disadvantage,
and deployment contexts (eg a predominantly Black city as opposed
to a predominantly white one). For example, the number of people
needlessly jailed shifts radically when the bias affects 20% of the
population versus 80% as would the number of fatalities due to
inaccuracies diagnosing a variably prevalent disease. It is possible
that these demographic realities have implications for people’s al-
gorithmic fairness preferences so understanding ML fairness will
be improved by psychological expertise on inter-group relations.

3.4 Generalizability
All of the criminal justice scenarios in these studies rely on the COM-
PAS dataset collected by Propbulica [2] and evaluate perceptions
of recidivism prediction, without acknowledging the challenges in
that context beyond the algorithms [19]. Yu et al. [75] base their ML
tutorial interface on a race- and gender- balanced datasets (1500
white, 1500 African American, 800 male, and 800 female). This
might reflect an over-representation of groups compared to real-
world examples, thereby causing bias in subjects’ evaluations of
fairness trade-offs separate from the real-world constructs of inter-
est. Second, Yu et al. [75] focus on comprehension and evaluation
metrics that might be more informative of ML problems in general,
rather than those specific to the context of sentencing, racial bias,
or criminal justice. The design assumptions regarding subjects mak-
ing informed decisions through an interactive interface therefore
might not adequately address differences in user-experience across
different subsets of participants [53] or focus attention to the most
relevant features of the decision context.

4 POWER, REPLICATION
In addition to the conceptual challenges of measuring human atti-
tudes, we must assure that the statistical inferences are well pow-
ered for reliable results. In particular, psychology is facing a replica-
tion crisis: recent efforts to replicate key findings have not always
succeeded[36]. Replication challenges are often attributed to strong
pressure to publish in high impact outlets with reputations for

publishing primarily novel positive findings [30] and discouraging
negative findings and replications, leaving an incomplete and biased
literature that is centered around positive findings [74]. In order
to avoid the distrust that follows failed replication, an important
interdisciplinary shift is necesary within psychology to detect irre-
producible research, de-incentivize its publication, and positively
promote reproducibility. Statistically underpowered studies and
publication bias are deeply correlated. It is possible to calculate the
likelihood of finding a positive result given a theorized effect and
sample size, so low powered studies and those with a p-value of
or near .05 paired with an unexpected result should be considered
a red flag, indicating that this effect is unlikely to replicate at the
time of peer review in order to filter-out irreproducible studies[74].
Without procedural changes, researchers are incentivized to em-
ploye practices that make their findings quickly publishable, even
if they are not entirely representative of a true effect [14]. Statis-
tically underpowered studies have increased odds of detecting a
false effect and exaggerating the magnitude of true effects [14].
Studies often contain so many statistical tests that an acceptable
number would be statistically significant even if the power of any
single test was inadequate [36]. To correctly evaluate participants’
preference for a human judge versus a model based on 12 condi-
tions through six pairwise comparisons as [24] would require, for
example, significance testing at a Bonferroni-corrected significance
threshold – lowering the significance threshold from p = 0.05 to
p = 0.0041667. By reporting trends with significance thresholds
as high as p=0.08, the authors risk interpreting trends that could
emerge due to statistical chance. These challenges are amplified for
subgroups of participants; Harrison et al. [24] uses a convenience
sample in which participants were included in the study simply
because of ease of recruitment, leading to to an over-representation
of white participants and reduced statistical power and bias against
non-white groups, reducing the likelihood of generalization or
replication. Practices like this could lead to interpreting spurious,
non-replicating effects as significant [31]. Other studies, despite
having smaller sample sizes, mitigate power issues by limiting the
number of comparisons [64, 75] or employing statistical techniques
that are appropriate for selecting between a large number of models
(see use of Akaike information criterion in [64]).

5 DESCRIPTIVE WORK
An empirical approach to understanding perceptions of fairness is
distinct from establishing a normatively correct standard of fairness.
We argue that, augmenting the ML fairness literature with insights
from psychology is a descriptive, not prescriptive, endeavor – one
designed to better understand people’s attitudes about algorithmic
fairness, not to dictate which fairness notion is socially optimal.
For example, the association between greater comprehension and
decreased likelihood of agreeing with a fairness rule is not advice to
make rules hard to understand or prevent the public from learning
about them [57]. Better understanding the perceptions, and cru-
cially, how they vary across social strata, over time, across contexts,
will help better position technology. This work is of interest for
computer scientists in serving to help make broader changes to AI
design and can guide the development of tools that document how
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algorithms work and what metrics they’ve been designed to accom-
modate, such as extending the concept of model cards [39]. This
line of work can drive a positive social change by serving as a mi-
crocosm of society that is tractable for study [1]. Better descriptive
work can then fuel future modeling, formalization, and ultimately
new types of interventions that may prove exciting. Descriptive
work affects understanding and therefore fundamentally impacts
the problem formulation which has crucial implications for fairness
of the resultant systems [48].

6 FURTHER CONTRIBUTIONS
We believe that interdisciplinary teams and diverse perspectives are
necessary to address the dangers of discrimination by algorithms.
We propose three ways in which psychological expertise can ad-
vance this work: (1) measure and compare the perspectives and
needs of diverse stakeholders; (2) enable all stakeholders to partic-
ipate in a conversation, and thereby help researchers understand
the societal context in which algorithms are applied; (3) study how
algorithms might change the very nature of discrimination in our
society more broadly.

(1) Psychological insights highlight the importance of our goal,
as stated in Section 5, to gain a better understanding of fairness per-
ceptions more broadly from measurements, not to establish norms
for application. Lowery et al. [35] revealed that the endorsement of
restorative justice policy, using affirmative action as one example,
is driven by how the policy affects the white ingroup; impact on
the Black outgroup (positive or negative) is not considered. Hence,
insight is to be gained by highlighting whether opinions shift by
demographic group, or the perceptions of impact on the ingroup
versus the outgroup. This could be reverse engineered to help elu-
cidate latent biases in people’s preferences for one type of fairness
over another. Simply adopting the majority opinion without this in-
sight would risk disregarding the needs of marginalized groups who
are often disproportionately affected by biased algorithms and left
without recourse [4, 5]. Social psychology can contextualize ethics:
identity and the perception of fairness are deeply intertwined in
determining when, why and how individuals think about matters
of justice [17]. Considering different perspectives is especially im-
portant in contexts of competing models of justice, as is often the
case with ML models. Extending from their logic, there is power
in directly deciding which ML model is most fair. After all, it is
often the case that the group who decides what is most objectively
fair benefits most from the fairness decision. In the context of job
candidate screening using ML, different stakeholders, such as job
applicants, hiring managers, and researchers in psychology and
ML, require different degrees for explainability of the model’s deci-
sions [34]. However, in order to ensure the acceptance of the ML
decision tool by all stakeholders, especially the people who are
negatively affected by the decision of the ML model (the rejected
candidates), all must receive a sufficient and satisfying explana-
tion for the decision. While rejected applicants might prioritize
explainability, hiring managers probably prioritize other criteria,
such as a high accuracy rate, for an ML model. As demonstrated,
different stakeholders are likely to arrive at different definitions of
fairness, considering trade-offs between explainabilty and accuracy

[34]. It is important to measure all these varying preferences and
perspectives reliably in order to understand and balance them.

(2) Understanding preferences and societal context in which
the ML models would be deployed through stakeholder dialogue
is essential. A narrow predictive approach may be overall insuffi-
cient in applications such as risk of appearing in court for a bail
hearing [23, 58]. Contextual forms of discrimination that against
certain populations would persist even with perfect accuracy. For
example, underlying circumstances may interfere with court date
attendance. Disadvantaged groups may face less resources to se-
cure child care, transportation barriers, less flexible working hours,
or other complications increasing the likelihood of failure to re-
port on time for their appointment. Beyond exploring and dis-
cussing different fairness definitions, it is also necessary to explore,
with all involved stakeholders, deployment contexts and consider
nondeployment[23, 52, 58]. Such dialogues require an interdisci-
plinary perspective on AI and diverse set research methods, includ-
ing qualitative methods [62]. Quantitative approaches run the risk
of neglecting the context in which ML models are applied, given
that the context under which the training data was collected is
rarely recorded and must often be simplified. Individual behavior
can only be fully understood in the context in which it occurs, so
qualitative methods that complement the findings of quantitative
research enhance the study of complex social environments[62].
Beyond understanding preferences, practitioners and communities
should be engaged as equal partners throughout the development
of ML systems to reduce discrimination.

(3) A psychological lens to understanding and mitigating algo-
rithmic discrimination is a more practical approach than focusing
solely on abstract ethical ideals. Social psychology aims to under-
stand how people interact and can help explain and predict future
social failures of AI before they get deployed. For example, Waytz
and Schroeder [73] describe a passive process wherein people ig-
nore or fail to identify the human mental capacities, perspectives,
or lived realities of other individuals, called dehumanization by
omission. The common choice to report average accuracy across all
samples of a ML model is a prevalent example of dehumanization
by omission in machine learning. Another relevant finding from
social psychology is that people systematically disregard others
who are irrelevant to their own goals [56]. This predicts both how
participants in a study of how AI is perceived will respond, and
how the individuals in the complex social systems that build AI
work. Indeed, authors at Google and the Partnership on AI pro-
pose a framework for auditing algorithmic systems as they are
developed that largely calls for reengineering the social processes
from problem formulation to deployment [52]. Individuals from
differing academic and professional disciplines tend to demonstrate
systematic variation in hierarchy orientation[22]. Hierarchy orien-
tation predicts and influences empathy and could have implications
for whether people are motivated to ignore or seek to resolve is-
sues of algorithmic biases and inequalities [60]. Social dominance
orientation (SDO) is defined as the support of inequality between
social groups and predicts racist and sexist ideologies and policies
[51]. Since computing as a field is dominated by men, who tend to
score higher on SDO, it is likely (though yet unknown) that norms
of computing as a discipline would mirror these policies. Within
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computing, many of those most critical of purely algorithmic in-
terventions have been Black women and others from marginalized
backgrounds. Timnit Gebru is known for revealing biases in joint
work with Joy Buolamwini and Deb Raji [13] and proposing trans-
parency and documentation focused interventions [21, 26, 39, 52].
In contrast, those providing purely theoretical analyses and prov-
able algorithmic interventions have been predominantly male and
white. With the context of human behavior, the impact of the ig-
nored dimensions of society is not surprising in its harm to groups
who have been historically, currently, and systematically excluded
from it. Another factor that has the potential for harm in the fu-
ture is the fact that algorithms seems to decrease culpability [55].
Telling participants that discrimination was the result of implicit at-
titudes as opposed to explicit ones, reduced their sense that anyone
should be blamed or punished. This effect was more pronounced
for discrimination that was attributable to algorithms [55].

However, if decisions about whether to make algorithms more
equitable across groups are enacted by people who lack empathetic
concern for individuals they find irrelevant to their own goals, then
algorithms become a causal mechanism between discriminatory
individuals who are in-turn held less accountable for the discrimi-
nation resulting from the mechanism through which they caused
it. Thus, the link between hierarchy orientation, empathic concern,
and preferences for algorithmic fairness metrics needs to be ex-
plored. Future research should not focus solely on identifying and
correcting algorithmic bias, but also better understanding the impli-
cations of these disproportionate outcomes for society as a whole
[55].

7 CONCLUSION
Under realistic conditions, statistical definitions of group-wise fair-
ness are mutually-exclusive and therefore enforcing one type of
fairness requires allowing other types of bias. To help narrow the
scope of AI fairness, researchers have investigated which notions
of fairness reflect real-world perceptions and understanding of
fairness [24, 57, 64, 75]. However, social constructs such as fair-
ness preferences are heavily dependent on context, framing, and
social factors such as demographics [9, 66–70, 72]. Additionally,
researchers must take proper statistical precautions in order to
measure these preferences reliably and accurately: under-powered
designs, sampling problems, publication pressure, and demographic
assumptions can all lead to studies that fail to replicate [14, 36, 74].
Therefore, it is crucial to be sensitive to existing psychological liter-
ature (i.e., framing) as well as appropriate statistical methods when
applying psychological insights to AI fairness. Insights from meth-
ods used in Judgment and Decision Making, Social Psychology, and
Cognitive Psychology should be considered in order to prevent ML
researchers from unnecessarily repeating the same methodologi-
cal mistakes that have already been problematized in those fields.
We leverage well-established psychological literature on framing
and statistical replication to critically evaluate current work in AI
fairness. While the current state-of-the-art provides researchers an
excellent starting-point for better understanding AI fairness, there
is still significant work ahead in creating generalizable, reliable
assessment tools. Adopting an interdisciplinary approach - one that

incorporates not only insights from psychology, statistics, philoso-
phy, and other fields but also perspectives of practitioners such as
nurses and social workers - is necessary in order to create fairer AI.
Such an approach will appropriately address this societal challenge,
and thus ensure fulfilling our obligation to future generations in
implementing a responsible and fair use of algorithmic techniques.
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